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Abstract 
 

For higher-level requirements of urban planning and management and the recent development 

of "digital earth" and "digital city", it is urgent to establish protocols for the construction of 

three-dimensional digital city models. However, some problems still exist in the digital 

technology of the three-dimensional city model, such as insufficient precision of the 

three-dimensional model, not optimizing the scene and not considering the constraints of 

building codes. In view of those points, a method to interactively simulate a virtual city scene 

based on building codes is proposed in this paper. Firstly, some constraint functions are set up 

to restrict the models to adhere to the building codes, and an improved directional bounding 

box technique is utilized to solve the problem that geometric objects may intersect in a virtual 

city scene. The three-dimensional model invocation strategy is designed to convert 

two-dimensional layouts to a three-dimensional urban scene. A Leap Motion hardware device 

is used to interactively place the 3D models in a virtual scene. Finally, the design and 

construction of the three-dimensional scene are completed by using Unity3D. The experiment 

shows that this method can simulate urban virtual scenes that strictly adhere to building codes 

in a virtual scene of the city environment, but also provide information and decision-making 

functions for urban planning and management. 
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1. Introduction 

With the rapid development of virtual reality (VR) technology, three-dimensional digital 

models have emerged, and play a vital role in many fields such as medical treatment [1, 2], 

militaries [3], games [4], and urban planning [5, 6]. Three-dimensional digital city models 

have the ability to perform perspective, lighting calculation and three-dimensional 

measurement. For example, the planning solution can be reproduced intuitively, the 

distribution of urban areas can be planned rationally, and facilities for fire prevention and 

emergency response can be arranged. Moreover, for higher-level requirements of urban 

planning and management and the recent development of "digital earth" and "digital city", it is 

urgent to establish protocols for the construction of three-dimensional digital city models. It is 

still difficult to build a three-dimensional city model which meets the need of various aspects 

of city management and planning using the current digital technology. Therefore, efficient and 

high-quality 3D scene modeling technology is required to realize the digital construction of 

urban scenes. 

In recent years, city scene modeling has become a hot topic in the research for a digital city. 

Takaichi et al. [7] developed a 3D urban map based on 2DGIS and built a large-scale 

three-dimensional city model, but Sun Min et al. [8] believed that this model only could 

express regular buildings, and it was difficult to construct complex urban scenes. Gan et al. [9] 

constructed 3D scenes based on the outlines of 2D buildings, but the accuracy of the model 

needs to be improved. Yuan et al. [10] proposed a method to create a traffic scene based on the 

technology of scene stages, and it would be better if the semantic details of the scene were 

enriched. Sinha et al. [11] built an image-based interactive system for modeling architectural 

scenes. But there was no mechanism in the system to correct the image sequences for color 

balance, so there were visual defects in the image-based textures. Liang Jing et al. [12] used a 

construction method based on the oblique images from an unmanned aerial vehicle (UAV) and 

reconstructed a digital campus. But the details of the model were poor and need to be repaired 

manually. In general, the methods proposed by these scholars still have some problems, such 

as the inability to construct complex urban scenes and insufficient precision of the 

three-dimensional model. 

Zhou Shengchuan [13] proposed a method to build a large-scale scene which combines 

inverse procedural modeling with the technique of level of detail (LOD). Nevertheless, this 

method was not able to model irregular buildings. Parish [14] generated three-dimensional 

urban roads based on the principle of L-systems, but it was difficult to generate the axiom and 

productions suitable for the building codes. Zhou Changjiang [15] used the mixed data model 

of digital elevation model (DEM) and MultiPatch to construct a three-dimensional landscape. 

This method did not take into account the constraints of building codes, nor did it optimize the 

scene. Ren et al. [16] proposed an automatic layout optimization method for outdoor scenes, 

and implemented a system of 3D model retrieval and assembly based on sketches. Such 

approaches, however, neglected the constraints of building codes. To summarize, although the 

digital technology for three-dimensional city modeling has made considerable progress, some 

problems still exist including insufficient precision of the three-dimensional model, not 

optimizing the scene, and especially not considering the constraints of building codes. 

Building codes, as national mandatory standards in city management and planning, provide 

guarantee for the quality of buildings. In the real environment, if a building does not meet 

national standards, such as the distance between the building and the road being less than the 

prescriptive distance, it will cause some problems such as traffic safety and noise. The virtual 

city scene should also comply with building codes. For non-professionals, if they do not 
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follow building codes, the virtual city scenes they construct will not meet national standards. It 

will not only fail to achieve the desired effect but also bring a lot of unnecessary operations for 

future scene modification. Therefore, how to make building codes as constraints and integrate 

it into the modeling of the three-dimensional virtual city scene to effectively guide model 

layouts has practical significance.  

Aiming at the above-mentioned problems, a method to interactively simulate a virtual city 

scene based on building codes is proposed in this paper. Some special functions are designed 

to place restrictions from the building codes on the city models. To solve the problem that 

geometric objects may intersect in a virtual city scene, the technique of directional bounding 

box is improved. We propose a strategy to convert the two-dimensional layouts to a 

three-dimensional urban scene, and use a Leap Motion hardware device to interactively place 

the 3D models in a virtual scene. The method we proposed can provide visual information and 

also will be helpful for decision-making in urban planning and management. 

2. Methodology 

The virtual city scene is not only a virtual three-dimensional scene but also the mapping of a 

city on the computer. It can assist related personnel to complete city planning and city 

management by establishing virtual city scenes. Therefore, it is a problem to be solved to 

complete the construction of virtual urban scenes through somatosensory interaction. 

In this paper, a system to interactively simulate the virtual city scene by using Unity3D is 

developed. The system flow chart is shown in Fig. 1. The first step is to process pictures 

collected on the spot and city maps obtained from Baidu map. Unity3D and Photoshop are 

used to obtain terrain blocks and texture maps. Many elements in the urban scene, such as 

building models, tree models, street models and other models, should be constructed by using 

3dsMax. Then they should be stored in the database after format conversion. Secondly, 

invoking corresponding diagrams through the user's choices to complete designs of 

two-dimensional layouts. And invoking related files in the database to complete the rendering 

of the three-dimensional virtual city scene. During the process of modeling the scene, the 

constraints of the model will be displayed in the interface, and collision detection will also be 

performed. A Leap Motion hardware device can be used to position and rotate 

three-dimensional models in a virtual scene. In the end, aesthetic knowledge is used to 

optimize the three-dimensional virtual city scene. After the above steps are completed, the 

three-dimensional virtual city scene constructed by the user will be generated. 

For this system, an interactive test is designed to allow users to participate in two ways: 

mouse and keyboard interaction and Leap Motion interaction. Participants were aged 22 to 28. 

Among them, there were eleven players playing 3D games for more than two years, and there 

were eight people who had somatosensory interactive gaming experience. Twenty-four 

participants were required to complete the translation and rotation of 3D models in the above 

two ways. The time would be recorded when the participant completed the task and gave a 

stop gesture. Each user evaluates this system five times. These tests showed that all these 

participants completed the interactive modeling tasks successfully. The average time spent 

using the method of Leap Motion interaction was 252s, and the average time spent using 

mouse and keyboard interaction was 378s. Therefore, we could conclude that interaction 

based on Leap Motion is more effective. 
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Fig. 1.  System flow chart 

 

3. Layout constraints of 3D city models based on building codes 

There are many elements in a virtual city scene, such as building models, street models, tree 

models, etc.. Among them, models and layouts are the most critical elements, so managing 

them is a basic problem. Relational databases are used to store and manage models and 

layouts.  

In the simulation of the virtual city scene, users often place models at will, which will 

violate building codes. As national mandatory standards, building codes have played a guiding 

role in urban planning. A city that complies with building codes can keep the elements of the 

city coexisting while the city expands. Whether a simulated 3D city scene adheres to the 

building codes or not is a critical factor to judge the modeling quality of a virtual scene. To be 

a plausible virtual city scene, the distance between virtual buildings and the distance between 

virtual buildings and virtual urban roads should also meet the requirements of fire protection, 

traffic safety, disaster prevention, greening, and engineering construction, as well as relevant 

requirements formulated by urban and rural planning authorities [17]. So how to restrict the 

different building models to adhere to the building codes is a key problem that we considered. 

Collision detection technology of directional bounding box is improved to generate a 

RealityBox (RB for short) based on the building model and a VirtualBox (VB for short) which 

is based on building codes, as shown in Fig. 2 and Fig. 3. 



78                                                     Ding et al.: The Interactive Modeling Method of Virtual City Scene Based on Building Codes 
 

 
Fig. 2.  Schematic diagram of a RealtyBox and a VirtualBox for a building 

 
Fig. 3.  Schematic diagram of a RealtyBox and a VirtualBox for a building next to a road 

 

Buildings are divided into Low-rise Building (buildings less than or equal to 10 meters in 

height), Mid-rise Building (buildings greater than 10 meters and less than or equal to 24 meters 

in height), High-rise Building (buildings greater than 24 meters in height) and Special 

Building (theaters, playgrounds, shopping malls, etc.) [17]. Urban roads can be divided into 

Arterial Road (skeleton roads in the urban road network), Secondary Trunk Road (regional 

arterial roads connected to main roads in urban road networks) and Branch Road (in the urban 

road network, roads outside the main road that link secondary trunk roads or roads which are 

used only within a region) [17]. These are key elements of the urban road network which can 

be used to form an urban road system. We use the setback line to represent the distance 

between virtual buildings or the distance between virtual buildings and virtual urban roads. In 

this paper, according to the above-mentioned regulations, seven constraint functions are 

defined, which constrain the layout of the virtual urban scene from the relationship between 

buildings and buildings and the relationship between buildings and roads. The definition of 

each constraint function is given as follows for the example building code we used. 
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Constraint 1: The setback line of the Low-rise Building should not be less than 3 meters on 

each side. The formula is 

 

3− ll RBVB                                                           (1) 

 

where VBl represents the boundary line of the VirtualBox of the Low-rise Building, and RBl 

represents the boundary line of the RealityBox of the Low-rise Building. 

Constraint 2: The setback line of the Mid-rise Building should not be less than 7.5 meters on 

each side. The formula is 

 

5.7− mm RBVB                                                        (2) 

 

where VBm represents the boundary line of the VirtualBox of the Mid-rise Building, and RBm 

represents the boundary line of the RealityBox of the Mid-rise Building. 

Constraint 3: The setback line of the High-rise Building should not be less than 12 meters on 

each side. The formula is 

 

12− hh RBVB                                                        (3) 

 

where VBh represents the boundary line of the VirtualBox of the High-rise Building, and RBh 

represents the boundary line of the RealityBox of the High-rise Building. 

Constraint 4: The setback line of the Special Building should not be less than 20 meters on 

each side. The formula is 

 

20− ss RBVB                                                        (4) 

 

where VBs represents the boundary line of the VirtualBox of the Special building, and RBs 

represents the boundary line of the RealityBox of the Special building. 

Constraint 5: The distance between the Arterial Road and the Low-rise or the Mid-rise 

Building should not be less than 10 meters, but as for the High-rise or the Special Building, the 

distance between the Arterial Road and them should not be less than 15 meters. The formula is 
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where ARs, RBl, RBm, RBh and RBs represent the boundary line of the bounding box of the 

Arterial Road, the boundary line of the RealityBox of the Low-rise Building, the boundary line 

of the RealityBox of the Mid-rise Building, the boundary line of the RealityBox of the 

High-rise Building and the boundary line of the RealityBox of the Special Building 

respectively. 

Constraint 6: The distance between the Secondary Trunk Road and the Low-rise or the 

Mid-rise Building should not be less than 7 meters, but as for the High-rise or the Special 

Buildings, the distance between the Secondary Trunk Road and them should not be less than 
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10 meters. The formula is 
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where SRs is the boundary line of the bounding box of the Secondary Trunk Road. 

Constraint 7: The distance between the Branch Road and the Low-rise or the Mid-rise 

Building should not be less than 5 meters, but as for the High-rise or the Special Building, the 

distance between the Branch Road and them should not be less than 10 meters. The formula is 
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where BRs is the boundary line of the bounding box of the Secondary Trunk Road. 

4. Improved collision detection technology of directional bounding box 

We now consider the problem of arranging buildings in space subject to these seven 

constraints. To solve the problem that geometric objects may intersect with each other in a 

virtual city scene, an improved collision detection technique using directional bounding boxes 

is proposed in this paper.  

Suppose the set of bounding boxes is N={N1,N2,......,Nm}, which needs to satisfy the formula 

Ni∩Nj = Ø  if i ≠ j, i, j = 1, 2, …m. When a new model named Nm+1 is inserted, collision 

detection will be performed with all subsets in the set named N to determine whether Ni∩Nm+1 

= Ø , i = 1, 2, … m. We utilized the technique of oriented bounding boxes (OBBs) for this 

collision detection. Because the models built in this paper are all rigid bodies, using OBBs can 

greatly reduce the number of bounding boxes participating in the intersection test. Moreover, 

the precision and the time performance of OBB are better than axis aligned bounding boxes or 

bounding spheres. 

When a model bounding box needs to be drawn in real time, the center point, the length and 

the width of a model are obtained through the stored information, and then a RealityBox based 

on this model is generated. A VirtualBox of the model is generated according to the constraints 

of the building codes. For two adjacent buildings, we will judge whether they intersect or not. 

For example, suppose two bounding rectangles are to be tested for intersection. The adjacent 

and orthogonal sides of the first rectangle are selected as the projection axes, which are the S 

axis and the T axis. As shown in Fig. 4, the projection interval of the first rectangle is [s1, s2] 

on the S axis, and [t1, t2] on the T axis. Similarly, the projection interval of the second 

rectangle is [s3, s4] on the S axis and [t3, t4] on the T axis. If either [s1, s2] and [s3, s4] are 

disjointing, or [t1, t2] and [t3, t4] are disjointing, then the rectangles are disjointing. If both of 

these pairs of projection intervals do not intersect, the intersection test result of these two 

rectangular bounding boxes is disjointing. If these projection intervals intersect, we will 
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choose the adjacent and orthogonal sides of the second rectangle as the projection axes, and 

repeat these intersection tests. If we find an axis along which the projections do not intersect, 

then the rectangles are disjointing, and if not, then the rectangles intersect. When the user 

operates this system, it will display the information of a RealityBox and a VirtualBox in the 

form of a red dashed rectangle in real time. When the user drags the model to the chosen 

position and releases the mouse, the system will generate the symbols of different models 

according to the placement position in the layout. A model that has been placed in the layout 

will also generate a RealityBox and a VirtualBox according to the building codes. 

 

 
Fig. 4.  Schematic diagram of improved directional bounding box intersection detection 



82                                                     Ding et al.: The Interactive Modeling Method of Virtual City Scene Based on Building Codes 
 

5. Modeling the three-dimensional urban scenes 

5.1 Algorithm from two-dimensional layouts to three-dimensional urban scenes 

The two-dimensional layout of different city models is the basis to generate a 

three-dimensional virtual city scene. However, because dimensions and coordinate systems of 

two-dimensional layouts and three-dimensional virtual city scenes are different, the model 

symbol in the two-dimensional layout cannot be directly mapped to the three-dimensional 

scene through converting two-dimensional vector coordinates to three-dimensional vector 

coordinates. 

Firstly, some model symbols are designed to represent different buildings, roads, and trees, 

etc.. According to the front view of a three-dimensional model, the model symbols are set, and 

the labeling information used to associate symbols with 3D models is established. These 

symbols are abstract representations of three-dimensional models. These symbols should have 

the function of expressing basic characteristics of three-dimensional models. For example, 

when users see a certain symbol, they can understand the model corresponding to this symbol. 

As shown in Fig. 5: 

 
Fig. 5.  Model symbols are associated with 3D models 

 

In this paper, an algorithm is proposed to convert two-dimensional coordinates to 

three-dimensional coordinates based on anchor points. And the three-dimensional coordinates 

in the three-dimensional virtual city scene corresponding to model symbols are obtained by 

using the following algorithm: 

Step 1: Set up the anchor points which are top-left, top-right, bottom-left, and bottom-right 

of a layout, and store their coordinates as (X1~4, Y1~4, Z1~4). 

Step 2: The coordinates (X’1~4, Y’1~4, 1) which are top-left, top-right, bottom-left, and 

bottom-right of the screen coordinates system are now known, and then calculate Sx11, Sy22, 

Sz33, Tx31 and Ty32 which are used to convert coordinates from the world coordinates system to 

the screen coordinates system. The formula is 
 

a) Front view of model 

d) Front view of model 

b) Model symbol 

e) Model symbol 

c) Row house model 

f) Ferris wheel model 
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where Sx11, Sy22, Sz33, Tx31 and Ty32 are unknowns which need to be calculated. Sx11, Sy22 and Sz33 

are the scaling of X, Y and Z respectively. Tx31 and Ty32 are the translation of X and Y 

respectively. 

Step 3: The user clicks a symbol button of a certain model in the interface and drags it to the 

layout whose coordinate is (X5, Y5). 

Step 4: Convert the two-dimensional coordinate (X5, Y5) into the three-dimensional 

coordinate (X5, Y5, 1), and multiply it with the inverse of the sum of two matrices to get the 

new coordinate (X’5, Y’5, Z’5) that is in the world coordinates system. The formula is 
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5.2 Interactive modeling of urban scenes based on Leap Motion 

In this paper, Leap Motion hardware and Unity3D software are used to position and rotate the 

models to finish the interactive modeling through gesture definition and data processing. The 

detection space of Leap Motion is an inverted pyramid-shaped space from 2.5cm to 60cm 

above the device. When the user starts operating, they should put their hands in the detection 

space of Leap Motion before proceeding. Leap Motion will track the movement of the user's 

hand at 200 frames per second, but it has lower recognition of gestures with the palm facing 

down. Here three sets of user interaction gestures are designed based on the recognition 

characteristics of Leap Motion. As shown in Fig. 6: a) When the user opens five fingers, the 

system starts to read the user's hand movement data; b) When the user's fingers are pinching, 

the system will capture the 3D model. And the orientation conversion of the 3D model in the 

3D scene is completed through the rotation of the hand; c) When the user's hand is in the shape 

of a fist, the system stops interacting. 

 

               
a) Start gesture                             b) Pick gesture                              c) Stop gesture 

Fig. 6.  Definition of user’s gestures 
 

When the user begins operating, the data of hands will be stored in a frame array. In this frame 

array, key data such as fingertip coordinates (named TipPosition) and palm vector (named 

PalmVector) are stored. In this paper, the data will be read and added to coordinates and 

rotation angles of the three-dimensional model to enable users to manipulate 3D models 

through the gestures of his hands. The formula is 
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where (X, Y, Z) and R(X, Y, Z) represent the coordinates and rotation angles of the model in 

the three-dimensional scene. △x, △y and △z are respectively the increments of the 3D model 

on the X, Y, and Z axes after user’s operation. △ry is the increment of the rotation angle of the 

three-dimensional model on the Y axis. In the 3D model, the change of the rotation angle in the 

Y axis corresponds to the change of the orientation in the virtual scene. In order to ensure the 

authenticity of the three-dimensional model, rotation angle increments are not set up in the 

X-axis and Z-axis to avoid tilting the building. 

5.3 The management and reality enhancement of a 3D scene 

Scene management in this paper includes scene changing, scene stitching and loading a scene 

dynamically. The former is to bind a pre-designed script of the scene changing to a button. In 

this script, various functions used in scene changing are designed. When a button is clicked, a 

certain function of the script will be triggered, and then the scene will change. Scene stitching 

is performed when pre-processing large-scale terrain. Multiple feature points for record 

cutting are stored in a linked list and numbered one by one. After a terrain block is generated, 

according to the order of terrain blocks in the linked list, stitching with other terrain blocks is 

completed through feature points. In order to solve these problems such as too many drawing 

scenes, too slow loading speed, and not running smoothly, we use the method of loading scene 

dynamically [18] to reduce the number of surfaces and details of non-important objects. Then 

rendering operations will be more efficient. 

In order to make the three-dimensional scene more realistic, aesthetic knowledge is used to 

optimize the three-dimensional virtual city scene. Lighting that includes parallel lights, point 

sources, spotlights, regional lights and so on is indispensable in a three-dimensional virtual 

city scene. In Unity3D, lighting is real-time lighting by default, and different positions of 

objects in the lighting will produce different visual effects. Therefore, the RGB value and 

direction of the lighting should be changed. In this paper, we use soft lighting with RGB (244, 

231, 199), which can bring better visual effects, as shown in Fig. 7. 

 

     
        a) No lighting                               b) Default lighting                 c) Lighting used in this paper 

Fig. 7.  Illumination comparison 

 

In this paper, the foreground, middle-ground and background are combined during the 

creation of terrain blocks. When the user begins roaming, the foreground is composed of 

plants and buildings on the roadside and the middle-ground is the High-rise Building in the 

distance and the background is the dense mountains and the blue sky. The superposition of 

these scenes will increase the level of the scene. Skybox technology is used to realize the sky 

in the distance, and six special textures are placed at the edge of the scene, so that the scene 

borders will perfectly blend with the sky to make it more realistic, as shown in Fig. 8.  
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a) No SkyBox added                                                 b) Add SkyBox 

Fig. 8.  SkyBox renderings 

6. System development and discussion 

6.1 System development 

In this paper, a system is developed to interactively simulate the virtual city scene by using 

Unity3D. The hardware includes Quad-core CPU 3.40GHz, 8G memory, Graphics NVIDIA 

GeForce GTX 1060, 3GB video memory. The system works well on operating systems such as 

Windows and OSX.  

Taking Hangzhou Beishan Street as an example, pictures collected on the spot and city 

maps obtained from Baidu map should be processed. First, Photoshop is used to extract feature 

information such as roads, greening, mountains, the surface of the water, etc.. Second, 

topographic maps of the city obtained from a Baidu satellite map are divided into multiple 

topographic maps of 200 meters by 200 meters. Third, we use Unity3D to export it in *.terrain 

format. Finally, these files are stored in a database for management and invocation. 

The model display interface is divided into three components, as shown in Fig. 9: the model 

symbol area on the left of the interface, the 3D model display platform on the middle of the 

interface, and the models’ information area on the right side of the interface. This interface 

which includes a model schematic list and relevant information about the models is used to 

visually display 3D models and model information to the user. When a user clicks on a model 

symbol, a corresponding three-dimensional model will be drawn in the scene and the relevant 

information will be displayed in text in the information bar on the right side of the interface. In 

this system, when a user begins operating, the bounding box will be displayed in the form of a 

red dashed rectangle in real time. When the user drags the model to a chosen position and 

releases the mouse, the model will be generated according to the placement position in the 

layout. Models that had been put in the layout before will also generate bounding boxes 

according to building codes. Fig. 10 shows three-dimensional virtual city scenes generated 

according to different layouts. It can be seen that in this system, a model of an urban scene can 

be built, which not only conforms to the real scene but also strictly follows building codes. 
 

 
Fig. 9.  Model displayed interface 
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a) Hangzhou Shangri-La Hotel 

 

  
b) Hangzhou Yuewang Temple 

 

  
c) Hangzhou Youth Palace 

Fig. 10.  Simulated results 

6.2 Discussion 

In this paper, a method to interactively create virtual city scenes based on building codes is 

proposed, which provides information and decision-making functions for urban planning and 

management. Compared with previous work, users can simulate urban virtual scenes that 

strictly adhere to building codes in a virtual scene of the city environment through 

somatosensory interaction to complete the design and construction of three-dimensional 

scenes. However, our method has several limitations: 1) In order to solve the problem that 

geometric objects may intersect and collide in a virtual city scene, an improved technique of 

the directional bounding box is proposed in this paper. However, due to the characteristics of 

the directional bounding box, its intersection detection will be more complicated. 2) A strategy 

to convert the two-dimensional layouts to a three-dimensional urban scene is proposed, but 

this strategy requires manually labeling symbols of three-dimensional models. If we use the 

technology of combining context information instead, it can be more efficient. 3) We adopt an 

interactive method based on Leap Motion. This method requires users to suspend their hands 

in the detection space of Leap Motion for a long time. It will cause the user physical energy 

consumption and arm pain. 4) Unfortunately, the system does not provide an interface to 

change building codes, so it cannot be used in other countries. If building codes have changed, 

it can be realized by changing the code. 
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7. Conclusion 

In this paper, we propose a method to interactively simulate a virtual city scene based on 

building codes and implement an interactive virtual city scene system based on this method 

which will automatically prevent placement that produces collisions of the Virtual Boxes. In 

the system, the user can click a model symbol to complete the drawing of a 3D model, and 

dynamically change the position and orientation of the 3D model through gestures. The 

method we proposed will be helpful for decision-making in urban planning and management. 

In the future, a collision detection technology based on hybrid hierarchical bounding box can 

be considered instead of the collision detection technique of the directional bounding box. 

Besides, designing a gesture with a single finger or a tool can be taken into account to provide 

users a more comfortable interaction method. 
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